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ABSTRACT
Multi-instance learning (MIL) plays an important role in many real applications, such as image recognition
and text classification. The instance-based approach selects instances in each bag to train and has drawn
significant attention recently. However, less work took the distribution information in the account and the
margin distribution has been proven to be important to the generalization performance. In this paper, we
propose an optimal representative distribution margin approach for multi-instance learning (MIORDM). The
representative instances are the samples from the instance space and the distribution of them is important
for us to find the best separation hyperplane. As the representative instances are selected iteratively, in each
iteration, the instances will be more precise by the best hyperplane and the model will be better in the
next iteration. In this way, a well-performed method can be derived with better generalization performance.
Experiments compared with other types of state-of-the-art approaches on different datasets show that our
method outperforms the others and achieves better generalization performance.

INDEX TERMS Multi-instance learning, optimal margin distribution machine, representative instance.

I. INTRODUCTION
In generic supervised learning, a class label will be annotated
to each training instance. However, due to the limit of the
annotation cost, precise labeling is quite difficult. So we turn
to do research on multi-instance learning (MIL), which is
one kind of weakly supervised learning that treats a set of
instances as a bag and labels the bag instead. In this way,
we can reduce the annotation cost. If there exists at least one
positive instance in a bag, the label of the bag will be positive,
otherwise, it will be negative [1]. Owing to this advantage for
simplify the annotation cost, multi-instance learning becomes
one of the most popular domain [2]–[5], and this approach
has been widely applied in content-based image recognition
[6], [7], text classification [8], sign language recognition [9],
and so on. For example, if we segment an image into several
regions [10]–[12], we can regard an image as a bag and then
different regions of the image are treated as instances of it.
Then, we can derive a standard multi-instance task of it.
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Although the MIL can reduce the work of annotation, the
training procedure of it will be different from the generic
supervised learning for the inexact of the label informa-
tion. The previous work [13]–[15] can be roughly divided
into three categories. The first is mapping one bag into an
instance and then convert it into a standard supervised learn-
ing task, such as Diverse Density - Support Vector Machine
(DD-SVM) [11], Multiple Instance Learning by Discrimina-
tive Embedding (MILDE) [16], Multiple-Instance Learning
via Embedded instance Selection (MILES) [17], Multi-
instance Learning based on the Fisher Vector Representation
(miFV) [18], Multi-instance Learning with Discriminative
Bag Mapping (MILDM) [19]. Their common points are to
find the mapping function, major by trying to find the cen-
ter points. In this procedure, some unsupervised methods
can be used. After that, a bag can be mapped into a single
instance. Another is constructing a model by instances in
each bag, then the model can be used to predict the label of
a bag. Many methods contribute to it, such as Support Vec-
tor Machine for Multi-instance Learning (miSVM, MISVM)
[8], Key Instance Support Vector Machine (KISVM) [20],
Multiple-Instance Representative Support Vector Machine
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(MIRSVM) [21]. In this way, some instances will be selected
from existing data and the labels of the bags will be assigned
to them. This procedure is always achieved by iteration due
to the ambiguity of the label. The last one is a lazy method
and the most representative method is Citation k-Nearest
Neighbor (CKNN) and Bayes-KNN [22]. Among them, there
does not exist a model function. CKNN predicts the test bag
by adding the cited number instead of simple k nearest neigh-
borhoods and the distance of bags is calculated by minimum
Hausdorff distance [23]. Meanwhile, Bayes-KNN considers
the prior probability of them to predict.

Among these methods, the second class is the most direct
one. The predicted result of instances can directly reflect the
label of the bag without the mapping process. What is more,
these approaches can be used to identify the key instances
in the bag [24] and locate regions of interest in content-
based image recognition [20]. For this reason, model training
by these instances is more attractive for researchers. The
bag-representative method is an important one among these
approaches. Recent methods often pay attention to maximize
the minimum margin of the representative instances for they
are commonly based on SVM. However, these methods may
suffer lower generalization in this way, because the crucial
margin distribution is neglected. As the Optimal Margin
Distribution Machine (ODM) [25] proved, when taking mar-
gin distribution into account, a classifier with generaliza-
tion performance can be derived. Besides, the representative
instances can be treated as the samples selected from the
instance space. Hence, they may also accord with one kind
of distribution. So, doing research on the margin distribution
of the representative instances is valuable.

In this paper, we propose a new method based on the opti-
mal representative margin distribution for the multi-instance
(MIORDM). This method is designed by researching the
margin distribution of the representative instances. Under the
distribution hypothesis, margin distribution information will
be utilized to modify the decision boundary and improve the
performance of generalization. Representative instances will
be selected and updated in each iteration process. The main
contributions of our work are threefold.
• A new objective function based on the margin distribu-
tion of the representative instances is proposed for MIL.

• An effective optimization method is proposed to solve
our objective function, which is non-convex.

• Five various learning tasks (including 30 datasets)
are used to validate the generality of our proposed
MIORDM.

The rest of this paper is organized as follows. Section
II presents recent representative SVM for MIL and optimal
distribution margin machine. Section III presents details of
our approach and its optimization. Then, the discussion about
the parameter and computation cost is in Section IV. Section
V presents the experimental environment, and the result
of binary classification on representative datasets, including
generalization, parameter sensitivity and time cost. Finally,
conclusion is in Section VI.

II. PREPARATORY KNOWLEDGE
A. MULTI-INSTANCE REPRESENTATIVE SUPPORT VECTOR
MACHINE
MIRSVM [21] is a newly proposed method which is an
improved method based on traditional MISVM. In traditional
MISVM, its main idea is choosing the most positive instance
in each positive bag as a positive one in an iterated procedure.
Hence, the MIL will be transformed into supervised learning.
The selected positive ones and all the instances in the negative
bags will be used to train an SVM classifier. When iteration
stable, the model can be used to predict the label of new bags.
In the training procedure, the number of positive instances
equals to the number of positive bags. However, negative bags
may contain much more negative instances in them. Hence,
this will bring the imbalance problem into the model and
affects the effectiveness of MISVM.

As the MISVM has serious imbalance problem, the
MIRSVM aims to balance the number of selected instances in
two classes. In the MIRSVM, only the least negative instance
will be selected to use in each negative bag. In fact, the most
positive and least negative instances are the representative
instances in the MIRSVM. The model will be trained by the
representative ones. In this way, the instances in two classes
will be more balance than the MISVM.

B. OPTIMAL DISTRIBUTION MARGIN MACHINE
In the classification tasks, the Support Vector Machine
(SVM) plays an important role among all the algorithms.
The idea of maximizing the minimum margin of differ-
ent classes improves the performance a lot and let the
SVM become the most popular algorithm. However, as
the studies on the margin theory going deeper [26], it
has been proved that this large margin approach may
not lead to a better generalization performance. Mean-
while, the margin distribution has been proved to be
important.

Recently, some approaches based on the margin distribu-
tion have been proposed [27], [28]. In these papers, the first-
and second-order statistics of the margin distribution have
been concerned. Among them, the Optimal margin Distri-
bution Machine (ODM) [25] is a representative method. In
the ODM, the margins are limited in an interval and the
margins outside are penalized. This approach can reduce the
complexity of using first- and second-order statistics and has
been proved to be superior.

III. MULTIPLE INSTANCE OPTIMAL REPRESENTATIVE
DISTRIBUTION MARGIN MACHINE
In this section, we will propose a new method for
multi-instance learning called Multi-instance Optimal Rep-
resentative Margin Machine (MIORDM). First, we will pro-
pose the formulation of our model and analyze the details
of it. Next, the optimization of the model will be given.
Table(1) provides a summary of the notation used in this
paper.
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TABLE 1. Summary of notation used in this paper.

A. PROPOSED METHOD
In multi-instance learning, the representative instance is a
popular topic because instances are the determining factors
for estimating the label of a bag. If there exists at least one
positive instance the bag is positive. Otherwise, it will be
negative. According to this, finding representative instances
is most concerned. The bag-representative method aims to
find a representative instance to represent the bag, then the
label of the bag will be converted to the label of instance. In
this way, separation hyperplane of bags can be converted into
separation hyperplane of instances.

In previous studies, most of them only consider the separa-
bility of training data. For example, MIRSVM trains an SVM
classifier on the most positive and least negative instance in
each positive and negative bag. But as its training procedure
mostly pay attention to maximize the minimum margin, it
may neglect the crucial margin distribution of the representa-
tive instances.

As discussed above, the representative instances are very
important, for they are the most valuable ones in the bags.
Also, the representative instances can be treated as the sam-
ples selected from the instance space. Hence, they may also
follow one kind of distribution. The margin distribution of
the representative instances is attractive. For this reason, we
propose a new method called MIORDM, which is based on
the optimal margin of representative instances.

We denote the i-th bag as Bi ⊆ Rm×d , meanwhile, sij ⊆ Rd

is the j-th instance inBi, and Y = {+1,−1}n is a n-dimension
vector which shows the label of each bag B. Let φ : x→ H
be a mapping function by a positive semi-definite kernel K .
Then, the representative instances can be written as

xi = max
sij∈Bi

w>φ(sij), (1)

then xi is the representative instance of i-th bag.
As the distribution hypothesis, the margins of all repre-

sentative instances should obey some statistical rules, e.g.,
follow the Gaussian distributions. Under this assumption, the
margins of instances will be mostly near the mean value, and
seldommuch larger or smaller than it. So that the variance can
be the optimization objective. To scalew, we set theminimum
value to 1 and the objective function is

min
w
‖w‖2 + λVar(w>φ(X )Y ), (2)

s.t. Yimax
j
(w>φ(sij)) ≥ 1, ∀ i ≤ n, (3)

where X is the representative instances matrix. The first part
of Eq.(2) is the regularization part, and the second part is
the variance of margin, the λ is the trading-off parameter.
However, simply calculating the variance can lead to large
computation costs, meanwhile, when the number of samples
is small, the variance of samples can not describe the globe
correctly, so that this objective function needs to be improved.

First, the variance describes the discrepancy of the margin.
If we assumed that the mean of the margin should be a
defined value, e.g., 1. Then the Lp loss can also describe the
discrepancy. To pay more attention to the larger discrepancy,
L2 loss would be used.
Secondly, constraint in Eq.(3) is too strict, in order to

improve the generalization performance, soft constraint can
replace as

Yimax
j
(w>φ(sij)) ≥ 1− ξ i, ∀ i ≤ n.

However, this is still not enough, for it only controls the
margin in one direction. To measure the discrepancy, the
bound of the margins should be taken into account. Now, we
will fix the mean value of the margin as 1 to scale w. Hence
margin of representative instance Yiw>φ(xi) will be either
larger than 1 or less than 1. If we use 2 relaxation vectors
ξ , ε to denote the lower and upper bound of each margin, the
constraint will be{

Yimaxj(w>φ(sij)) ≥ 1− ξ i,

Yimaxj(w>φ(sij)) ≤ 1+ εi,
∀ i ≤ n.

By this effort, the second part of Eq.(2) can be replaced by
the L2 loss of ξ , ε. Now, an improved objective function can
de derived as

min
w,ξ ,ε

‖w‖2 +
λ

n
(‖ξ‖2 + ‖ε‖2), (4)

s.t. Yimax
j
(w>φ(sij)) ≥ 1− ξ i, (5)

Yimax
j
(w>φ(sij)) ≤ 1+ εi, (6)

ξ i ≥ 0, εi ≥ 0, ξ iεi = 0, ∀ i ≤ n, (7)

where the Eq.(5), Eq.(6) show the bound of each margin, for
the margin can only be one definite value, either Eq.(5) or
Eq.(6) will hold, there exists at least one element in ξ i, εi to
be 0, another will be great than or equal to 0 only if the margin
equals to 1. Hence Eq.(7) will be satisfied.

Besides, simply considering the margin distribution is not
enough because the effects of margins on two sides are differ-
ent. This is easy to understand that if the margin is less than
1, it will be more difficult to separate these instances of two
classes so that the importance of ξ is bigger than ε. Therefore
we should add a trading-off parameter µ to balance these 2
parts. The objective function should be modified as

min
w,ξ ,ε

1
2
‖w‖2 +

λ

n
(‖ξ‖2 + µ‖ε‖2).

Furthermore, another problem is that in this model we use
all themargins, however, it may be unnecessary for we always
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FIGURE 1. A flow chart of our approach. These red and blue circles represent the positive and negative instances, and the circles
of dotted line denote bags. The bold one is the representative instance in each bag. First, we will select representative instances
in each bag, then the optimal procedure derives the discriminant function. At last, this could be used to predict the label of the
bag based on the label of instance.

focus much more on the small and large margins because
it will control the position of the hyperplane, therefore we
want to add an insensitive parameter θ , similarly to Support
Vector Regression. This aims to ignore the margin values
between [1−θ, 1+θ ], and penalize the margins outside of it.
Only the instances, whose margins locate outside the interval
[1 − θ, 1 + θ ], have been considered in constructing the
constraints. Therefore these two vectors ξ , ε will be sparse.

According to these, we can get an improved model

min
w,ξ ,ε

1
2
‖w‖2 +

λ

n(1− θ )2
(‖ξ‖2 + µ‖ε‖2), (8)

s.t. Yimax
j
(w>φ(sij)) ≥ 1− θ − ξ i, (9)

Yimax
j
(w>φ(sij)) ≤ 1+ θ + εi, (10)

θ, µ ∈ [0, 1), ξ i ≥ 0, εi ≥ 0, ξ iεi = 0, ∀ i ≤ n,

where we use (1− θ )2 to scale the loss part ‖ξ‖2 to [0, 1], for
based on Eq.(9), we have 1− θ − ξ i ≥ 0.

In summary, our model aims to optimize the margin of
representative instances of bags, when comes into the single
instance scene, it will be as same as ODM. The whole proce-
dure can be illustrated by Fig.(1).

B. OPTIMIZATION ALGORITHM
As shown in the previous, the optimization of our model
can be divided into two parts. In the first part, we need to
find the representative instances. Next, we will use these
representative instances to train a classifier to predict. These
two parts are coupling together. Therefore, we could solve
this problem by an iterative solution.

First of all, we need to initialize the representative instance
set X ⊆ Rn×d . In the MISVM and MIRSVM, the prior one
calculates the mean value of each positive bag as the positive
instances then use these with all instances in negative bags
as initial set, the superscript ‘‘+/−’’ denotes whether the

instance or the bag is positive,

x+i =
1

|B+i |

∑
sij∈X

+

i

sij,

x− = all the instances in negative bags,

X = {x+1 , x
+

2 , · · · ; x
−
}. (11)

The later one randomly select an instance from each bag as
the initial set, this can be denoted as

xi = RandSelect x ∈ Bi,

X = {xi, i = 1, 2, 3, · · · }. (12)

In Eq.(11), the number of negative instances is too large,
this will cause a serious imbalance problem. In Eq.(12),
random selection will lead to large variance in each training
procedure. So we propose a new initialization method which
is similar to a simple multi-instance classifier Simple-MI
[29], we can calculate the mean value in each training bag
as the initialize dataset,

xi =
1
|Bi|

∑
sij∈Bi

sij,

X = {xi, i = 1, 2, 3, · · · }. (13)

This will solve the imbalance problem and also can utmost
save the separability of bags.

Then we will solve the objective function repeatedly to
train a classifier by probably representative instances. Here
we use xti to represent the i-th one in the representative
instance in t-th iteration X t , with the label vector Y . For it
is an iteration procedure, the objective Eq.(8) be written as

min
w,ξ ,ε

1
2
w>w+

λ

n(1− θ )2
(ξ>ξ + µε>ε), (14)

s.t. Yiw>φ(xti ) ≥ 1− θ − ξ i, (15)

Yiw>φ(xti ) ≤ 1+ θ + εi, (16)

θ, µ ∈ [0, 1], ξ i ≥ 0, εi ≥ 0, ξ iεi = 0, ∀ i ≤ n. (17)
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When we analysis this objective function Eq.(14) with
constraints Eq.(15) and Eq.(16), we can find that for any
point, its margin value will only have three situations, lies in
the interval [1− θ, 1+ θ ] or smaller than 1− θ or bigger than
1 + θ . So that for the second part of the objective function,
if ξ iεi 6= 0, there must exist a more optimization solution
that will satisfy ξ iεi = 0, because in each situation we can
optimize ξ i, εi by set at least one parameter to be 0 to reduce
the value of objective function, meanwhile it can be inferred
by the same way that values of these value are all no-negative.
This illustrates these constraints Eq.(17) are contained by the
others. In addition, θ, µ are hyper-parameters we set before
training. For this reason, we can change our model as this

min
w,ξ ,ε

1
2
w>w+

λ

n(1− θ )2
(ξ>ξ + µε>ε),

s.t. Yiw>φ(xti ) ≥ 1− θ − ξ i,

Yiw>φ(xti ) ≤ 1+ θ + εi, (18)

This problem can be saved by the Lagrange multiplier
method. The Lagrangian function of Eq.(18) can be written
as

min
w,ξ ,ε

max
α,β

L =
1
2
w>w+

λξ>ξ

n(1− θ )2
+

λµε>ε

n(1− θ )2

−

n∑
i=1

αi(Yiw>φ(xti )− 1+ θ + ξ i)

+

n∑
i=1

βi(Yiw>φ(xti )− 1− θ − ξ i). (19)

Calculate partial derivative of w, ξ , ε, we use Y denote a
n× n diagonal matrix in which the diagonal elements are Y ,
and let X represents the mapping matrix of X , which can be
denoted as X = φ(X ). we have

∂L
∂w
= w− XY(α − β) = 0, (20)

∂L
∂ξ
=

2λξ
n(1− θ )2

− α = 0, (21)

∂L
∂ε
=

2λµε

n(1− θ )2
− β = 0. (22)

Then, we will get the solution of w, ξ , ε,

w = XY(α − β), (23)

ξ =
n(1− θ )2α

2λ
, (24)

ε =
n(1− θ )2β

2λµ
. (25)

Next, substitute Eq.(24) into Eq.(19), it will be

max
α,β

L = −
1
2
(α − β)>YX>XY(α − β)

−
n(1− θ )2(β>β + µα>α)

4λµ
+(1− θ )α>1− (1+ θ )β>1. (26)

Algorithm 1 Multi-Instance Optimal Margin Distribution
1: Input: training data Bagstr , parameter w, ξ , ε, t = 0,

kernel function K(·, ·);
2: Output: model parameter δ;
3: Initialization: initialize representative instance pool X t

by Eq.(13), δinit = 0.
4: While not stable do
5: useX t minimize the objective function Eq.(18), calculate

δti by Eq.(31)
6: calculate the predict value of all the training instances in

all bags
7: update representative instance pool X t+1 by Eq.(32)
8: t = t + 1
9: end While

If we use δ = [α>,β>]>, then this 2n × 1 vector can be
added into the dual function, and we can find that it will be a
simple quadratic programming with constraints as

min
δ

1
2
δ>

[
YX>XY+ n(1−θ )2

2λ I −YX>XY

−YX>XY YX>XY+ n(1−θ )2
2λµ I

]
δ

+

[
(θ − 1)1
(θ + 1)1

]>
δ, (27)

s.t. δ ≥ 0.

Note that in this function Eq.(27), all the elements are
all known except λ, θ, µ are hyper-parameters which will
be defined before training. This is only a convex quadratic
objective function with simple constraints, as the form

min
δ

f (δ) =
1
2
δ>Aδ + b>δ, (28)

s.t. δ ≥ 0.

Since it is a convex function, we can use dual coordinate
descent method [30], this is based on the condition that the
global optimal solution is equivalent to the optimal solution
in each coordinate dimension. As we calculate iteratively,
the solution will converge to the optimal solution. Through
each procedure, we should update one variable δi, and fix
the other ones as constants. What is more, in each iteration
we minimize this Eq.(27), we actually update it based on an
initial value δiniti . If we use δ

opt
i = δiniti + k , we can get a new

formulation as

min
k

f (δiniti + k), δi + k ≥ 0. (29)

This objective function of Eq.(30) is a simple quadratic
function of k , when we denote the element of i-th row and
j-th column as Aij, this can be transformed into

min
k
f (k) =

1
2
Aiik2 +∇f (δiniti )k + constant. (30)
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In order to solve this quadratic function with constraint δi+
k ≥ 0, we can easily get a closed solution of δ

opt
i , written as

δ
opt
i =


0,

∇f (δiniti )
Aii

≤ −δiniti ,

δiniti −
∇f (δiniti )

Aii
, else.

For simplify this expression, we can denote as

δ
opt
i = max(0, δiniti −

∇f (δiniti )
Aii

). (31)

When we update all the elements of δ through Eq.(31),
we will get the global solution of Eq.(27). Then, we can use
this to predict the label of instance. Based on Eq.(23), the
parameter w = XY[I,−I]δ, the predict value of instance
z is f (z) = w>φ(z) = δ>[I,−I]>Yφ(X t )>φ(z) =
δ>[I,−I]>YK(X t , z).
After optimization, the next step is to update the training

instance pool. This is an iterative process. We can use this
classifier to calculate the predicted value of all the instances
in all the training bags, then reconstruct the representative
instance poolX t+1. For in each positive bag, we do not know
which instance is positive, so we treat the one which has the
biggest predict value as the positive for it locates furthest from
the separation hyperplane. Meanwhile, in each negative bag,
the one which is nearest to the separation hyperplane will be
added into the representative instance pool, since it is easiest
to be misclassified so that it can be treated as the bound of
negative instance. This procedure can be denoted as

xt+1i = max
sij∈Bi

δ>t [I,−I]
>YK(X t , sij), (32)

where xt+1i represents the i-th representative instance in the
training instances pool and X t+1

= {xt+1i , ∀ i ≤ n}.
Hence, we can get an iterated representative instances pool

X t+1 based on training model by X t . Repeat these jobs and
continue updating the parameter. The whole training proce-
dure will stop when the representative instances pool remains
unchanged. Our method can be shown by the Algorithm(1).

The main advantage of our algorithm can be summarized
as follows,
• We impose the constraint in Eq.(18) to limit the margins
into an interval and penalize the ones outside of this.
Hence, all the information of the representative instances
will be utilized. By controlling the discrepancy of the
margins to modifying the decision boundary, we can get
a better classification effect and generalization perfor-
mance. Compared with using the variance to consider
the margins, this algorithm has a simpler form and less
calculation cost.

• We transform this global non-convex optimization prob-
lem into an iterated convex problem and the convergence
in each iteration process is also guaranteed.

• Our initialization method will help to keep the algorithm
stable and the bag-representative selection method is
also an effective way.

• The optimal method is mainly based on the dual coor-
dinate descent method, hence the optimal process is not
complicated. Meanwhile, the computation complexity is
not very high, shown in Subsection IV-B.

Although we have proposed an efficient algorithm in solv-
ing this non-convex optimization problem, there may be other
popular optimization strategies [31], [32] that can be bor-
rowed to tackle this problem.

IV. DISCUSSION
In this section, we will analyze the parameter of the model
and the computation complexity.

A. PARAMETER ANALYSIS
In our model, we have three parameters λ, θ, µ. Here we
will analyze the influence of these three according to our
formulation.

As discussed above, λ in Eq.(18) is a balance parameter,
which may be the most important one. It is used to balance
the two parts of our formulation. In the prior section, we
have illustrated that our contribution is to add the margin
information to the classifier to get better performance. Now
the first part of Eq.(18) is the regular terms of w, and the
second part is the margin part. Margin information is taken
seriously, but we do not know how much we should concen-
trate on it. If we compare this with SVM, the λ is similar
to the C in SVM. If the value is too large, when optimizing
the objective function, the w may be very small to reduce the
variance. In this case, the instances will be more difficult to
be separated. In the opposite situation, themargin information
will have less importance, and the classifier will be closer to
the ordinary SVM.

Furthermore, the θ is another key parameter. It represents
the width of the interval to limit the values of instances, and
the one out of it will get a penalty in the objective. Therefore,
this parameter can select the instances which are outside, and
only the outside ones will be taken into account so that the
result is sparse. The number of them can be determined by the
width of the interval, hence it can control the level of sparse
and reduce the calculation. As our setting is the values should
be around 1, the width of the interval should be less than 2,
and the θ need to be less than 1.
The last one is the weights of margins in different sides.

This is easy to understand. Themargin bigger than the interval
contribute larger variance but easier to be separated, whereas
the one less than it will both have larger variance and harder
to be separated. Hence, a weight parameter should be added
on the bigger ones to balance the separation level, but also
this could not be too small because that will reduce its margin
information.

Besides these three, another one is the kernel function.
In the common scene, the RBF kernel is used widely, but
when tackling data of high dimension, this will increase the
complexity. Hence, in practice, proper kernel function should
be selected.
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B. COMPLEXITY ANALYSIS
For our method is an iterated procedure, we will analyze the
complexity in each part. In the first part, we will solve the
objective function to derive the model parameter, next we will
use this to update the values of each instance. Assume that
the number of bags is n, and the number of all the instances
is N , the dimension of instance is d . Then in the first step,
the time cost of calculating Eq.(27) is O(n2d). Note that we
initialize the δinit = 0, then gradient of f can be neglected,
for this reason the time complexity to optimize Eq.(31) is
O(N ). The second step is to update the predicted value of all
instances, the time complexity isO(Nnd). Then, assumed that
iteration time is t , so the time complexity of our algorithm is
O(tnd(N + n)).

V. EXPERIMENTS
In this section, we will introduce the experiment setup and
comparison information between our method and other state-
of-the-art ones on thirty benchmark datasets of binary clas-
sification. First, we will describe the basic information of
these datasets and the other compared methods, then we
will show the result of two criteria. For further analysis, the
generalization experiment on several representative datasets
also has been presented. Finally, the runtime and convergence
results of each algorithm are shown. All of these are aimed to
prove the efficiency of our contribution.

A. DATASET
In this part, we will introduce the datasets briefly. The details
of these datasets are shown in table(2). All of them can be
obtained from the web, however, some descriptions should be
appended. The ‘‘SIVAL’’ is an image dataset that has 1500
images in it [6]. Among these images, there are 25 cate-
gories and each category has 60 images in different scenes.
Here we use four pairs of categories to be four datasets.
These four pairs are ‘‘Apple’’ and ‘‘Banana’’, ‘‘BlueScrunge’’
and ‘‘CandleWithHolder’’, ‘‘CokeCan’’ and ‘‘DataMining-
Book’’, ‘‘GlazedWoodPot’’ and ‘‘GoldMedal’’, and in each
pair, the prior one is treated as positive one whereas the last
is negative. These 4 datasets will be called ‘‘SIVAL-ab’’,
‘‘SIVAL-bc’’, ‘‘SIVAL-cd’’, ‘‘SIVAL-gg’’ for short. Mean-
while, the ‘‘faculty’’ comes from theWebKB dataset which is
a set of web pages and hyper-links data in 4 universities [33].

B. EXPERIMENT SETUP
For proving the efficiency of our method, we will introduce
five state-of-the-art comparison methods in three directions.

KISVM: one state-of-the-art method, which aims to find
the key instances of bags, then use these instances to train
an SVM classifier. It has two versions, which is the instance
level and bag level. In this paper, we will use the KISVM of
bag level to compare.

EMDD: one method which calculates some hidden
instances which have themaximum density by EM algorithm,
then classify bags by the similarity between hidden points and
instances in test bags.

TABLE 2. Details of the dataset. ‘‘P-Bags’’ and ‘‘N-Bags’’ represent the
number of positive and negative bags respectively and ‘‘Total’’ is the total
number of bags. ‘‘Instances’’ denotes the number of all instances,
‘‘Average’’ is the average number of instances in bags.

CKNN: one lazy method which is based on KNN, but
introduced minimum Hausdorff distance to calculate the dis-
tance between bags, the label of test bag is determined by the
number of neighbors and citation.

MILDM: one state-of-the-art method which was proposed
in 2018, which used the spectral clustering method to con-
struct a discriminative instance pool(DIP). Thus, bags can be
mapped into instances to change the MIL task into a single-
instance task. Then, KNN is used to predict the mapped
instances of test bags. Here we use all the instances to obtain
the DIP, called aMILGDM.

MIRSVM: one state-of-the-art method which was an
improved one of MISVM in 2018, which use representative
instances to denote each bag and training classifier by them.

To measure the efficiency overall, we will use two criteria,
accuracy and AUC. All the experiments were run on an
Intel i7-8500U CPU with 8GB RAM, and all methods are
implemented in MATLAB.

C. BINARY CLASSIFICATION EXPERIMENT
In this part, we will do experiments on the datasets introduced
above, and compare our method with the other representative
method. Before the experiment, we need to do data prepro-
cessing. All features are normalized into the interval [0, 1].
Then, randomly segments 80 percent of data as training data
balanced, meanwhile, the left will be the test data. Besides, to
eliminate the randomness, repeat this procedure 50 times and
record the result in each time. As three parameters need to
be selected in our method, we use 5-fold cross-validation to
choose them, and λ is selected from the set {27, 28, 29, 210},
meanwhile θ, µ are chose in the set {0.6, 0.7, 0.8}. In appli-
cation, we use the RBF Kernel to map instances into Kernel
space, and the width of kernel function default equals the
reciprocal of the dimension of the instance. The parameters
in other methods are selected by 5-fold cross-validation.
The result of the classification experiments are shown in
table(3, 4). Meanwhile, to analyze the performance of these
methods, we also use the non-parametric statistical test to
validate the results [34], [35]. In this paper, the Friedman
test has been used to show the rank of methods over these
datasets and the test statistic proves that there exist significant
differences among the results. The highest value of rank is the
best one. When we have assumed the performances of these
methods are different, the Bonferroni-Dunn post-hoc test [36]
is used to find a critical value to judge the level of significant
differences. The ranks are represented in the last row of each

74870 VOLUME 8, 2020



T. Luan et al.: Optimal Representative Distribution Margin Machine for MIL

TABLE 3. Accuracy of classification results of our method and compared ones on thirty datasets. Front one of each element in the table is the mean value
of accuracy, meanwhile the second is the standard deviation of it. The last row shows the rank of each method by using the Friedman test. The best result
of each dataset has been overstriking.

FIGURE 2. Bonferroni-Dunn test of Accuracy. The Grey area shows the critical
value.

FIGURE 3. Bonferroni-Dunn test of AUC. The Grey area shows the critical value.

table and the results of the Bonferroni-Dunn test are shown
in Figure.(2) and Figure.(3).

These tables show that our method beats the others on most
datasets. Especially, our method has an outstanding perfor-
mance on the image and text datasets, which have explicit
distribution information in them.

From this, we can realize that, when we consider the mar-
gin information, we can truly get an efficient classifier that
has a better performance than the state-of-the-art methods.
Something needs to be explained that, as the normalization of
data is important to the classifier, and the way of normalizing
may be more suitable for our method, and also the other ones
are affected.

D. GENERALIZATION EXPERIMENT
As we discussed above, when we consider the margin infor-
mation, the separation hyperplane will be more similar to the
ground truth. In application, this property can be shown as a
higher generalization. Especiallywhen the number of training
data is small, we can still have a good performance. This is
owing to the margin distribution reduce the sample variance,
whereas the differences between globe variance and sample
variance are the primary cause of error in classification.

For proving our theory, in this section, we will do
experiments on several representative datasets to test
the generalization. Among the procedure, we will con-
trol the training ratio of the whole dataset from range
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TABLE 4. AUC of classification results of our method and compared ones on thirty datasets. Front one of each element in the table is the mean value of
AUC, meanwhile the second is the standard deviation of it. The last row shows the rank of each method by using the Friedman test. The best result of
each dataset has been overstriking.

FIGURE 4. The histogram of the accuracy of MIORDM on two datasets with different training rates. The results are the mean
value of accuracy after repeating 30 times.

{10%, 20%, 30%, 40%, 50%, 60%, 70%}, and randomly
select training data to train, then test our method and other
compared methods on the rest. The whole procedure will
repeat 30 times to reduce the stochastic error and record the
result in Fig.(4).

From this table, we can find that, although the training rate
is low, our method can still achieve well performance which
is closer to one of the high training ratio, whereas the others
do worse than ours.

E. PARAMETER SENSITIVITY
In this section, we want to find out that the influ-
ence of the parameter variation. Fist, we will fix the
value of µ = 0.6, 0.7, 0.8, then test the perfor-
mance of our method with parameter λ and θ respec-
tively range from set {20, 21, 22, · · · , 28, 29, 210} and
{0.1, 0.2, 0.3, · · · , 0.8, 0.9}. Here we use two datasets,
‘‘tiger’’ and ‘‘SIVAL-cd’’. The result of accuracy is presented
in Fig.(5).
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FIGURE 5. The heat map of the accuracy of MIORDM and compared methods on two datasets with different
parameter pairs, the color bars in each row are the same. The results are the mean value of accuracy after
repeating 50 times.

TABLE 5. The training time (CPU time measured in seconds) of our
algorithms and corresponding baselines.

From this Fig.(5), we can find that the parameter λ plays the
most important role in our model. When the value increased,
the accuracy in the ‘‘tiger’’ increases by nearly 10 percent.
Meanwhile, as the µ increased, the yellow area expansions,
which is more obvious on the ‘‘SIVAL-cd’’. Yet, θ influences
the results lightly. However, the value of λ should not be too
large, for the performance descend a little, the best interval of
λ seems to be [8, 10].
In conclusion, our model really depends on the the param-

eter λ, meanwhile it is less sensitive to µ and θ .

F. TIME COST
Also, for demonstrating our method overall, in this part, we
will show the CPU time cost of each method on some rep-
resentative datasets. The result table(5) displays the details.
From this, we can find that, comparedwith others, ourmethod
has a comparable time cost with MIRSVM, whereas others
are larger orders of magnitude than ours. Overall, our con-
tribution has been proved by the time cost and classification
performance.

VI. CONCLUSION
In recent studies on the MIL task, changing the separation
hyperplane of bags into one of the representative instances

is a valuable topic. Among these, we found that distribution
information seldom anticipated the classifier training process.
However, ignoring this may relate to a larger variance of data
and reduce the generalization performance of the method.
This paper proposed a novel algorithm for the MIL tasks,
which try to optimize the distribution margin of the repre-
sentative instances of bags. Besides, experiments on thirty
benchmark datasets proved the effectiveness of our method
with other state-of-the-art ones and illustrated the well per-
formance of generalization.

Some foundational improvement can also be done on
my work, the margin information of selected representative
instances are still rough for the instances we selected might
be mislabeled, some improvement could pay attention on
how to maximize the value of margin of instances without
exact labels. Meanwhile, the margin contribution of different
classes may be different, but it is hard to measure. An addi-
tional application is also needed for this topic.
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